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Whereas many food recommender systems optimize for users’ preferences, health is another but often overlooked objective. This paper aims to recommend relevant recipes that avoid nutrients that contribute to high levels of cholesterol, such as saturated fat and sugar. We introduce a novel metric called ‘The Cholesterol Factor’, based on nutritional guidelines from the Norwegian Directorate of Health, that can balance accuracy and health through linear re-weighting in post-filtering. We tested popular recommender approaches by evaluating a recipe dataset from AllRecipes.com, in which a CF-based SVD method outperformed content-based and hybrid methods. Although we found that increasing the healthiness of a recommended recipe set came at the cost of Precision and Recall metrics, only putting little weight (10-15%) on our Cholesterol Factor can significantly improve the healthiness of a recommendation set with minimal accuracy losses.
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1 INTRODUCTION

Most food recommender systems to date focus on recommending foods that users like [47]. This includes content-based approaches that are based on historical data, such as by suggesting dairy products to a user if she has previously bought milk. Even though individual ingredients are considered this way [9], the actual nutritional needs of users are often not incorporated [48]. In fact, dietary constraints of users that stem from underlying health conditions, such as hypertension and high levels of cholesterol, have not received much attention to date [37, 47].

Over 90 million adults (20 years or older) in the United States in 2020 have cholesterol levels of 200 mg/dL or higher [51], which is considered unhealthy. Among them, more than 35 million have levels of 240 mg/dL or higher, which puts them at risk for heart disease. Such persons are commonly advised to change their exercise regimen and to attain healthier eating habits. With regard to food recommendation, this would require an approach that incorporates the nutritional content of the recommended internet-sourced recipes [43, 46, 49]. However, an important pitfall is that multiple studies have observed that popular recipes tend to be unhealthy [46], which applies to internet-sourced recipes [29, 35], as well as to popular recipes in other media [30, 39]. This, in turn, can lead to a popularity bias in a recommender system that is at odds with the objective of healthy recipe recommendation (cf. [1]).

This work-in-progress aims to increase the healthiness of recipe recommendations, while maintaining a decent level of accuracy. We focus on mitigating nutrient intake that is associated to high levels of cholesterol, by introducing a ‘cholesterol factor’, a metric that is based on nutritional guidelines to limit fat, saturated fat, and sugar intake. We apply this in a post-filtering approach to refine an initial set of recipe recommendations, based on competing objectives (cf. [33]), to avoid recipes that contain high levels of nutrients that are associated with high cholesterol. Whereas some multi-objective optimization approaches are tedious to implement and require a lot of computational power [32, 54], we set out a simple post-filtering or post-processing approach that involves linear multiplication (cf. [46]). This is
consistent with previous studies that, among others, seek to mitigate popularity bias or increase recommendation diversity through a post-filtering re-ranking [1–4].

Through offline evaluation, we assess the accuracy of three recipe recommendation approaches: collaborative filtering (CF), content-based (CB), and hybrid. We use our Cholesterol Factor in the most accurate approach (CF; Matrix Factorization SVD) to post-filter the predicted recommendation set on both accuracy and health, aiming to avoid the intake of high levels of fat and sugar. We examine the following research questions:

- **RQ1:** Which recipe recommendation approach has the best performance in terms of different accuracy metrics?
- **RQ2:** To what extent can a nutrient-based post-filtering approach in recipe recommendation balance accuracy and healthiness?

### 1.1 Contribution

This study presents a nutrient-based post-filtering method to recipe recommendation. Our recommender system is grounded in previous research, testing recommendation methods such as SVD/Matrix factorization that have performed excellently in several independent studies. A food recommender post-filtering approach has also been used by Trattner and Elsweiler [46]. The novelty of our approach is found in our Cholesterol Score, which we have designed based on the guidelines of The Norwegian Directorate of Health, formulated in their "Diet Manual" [15]. Instead of considering the general healthiness of recipes or meals as done in previous studies, such through an aggregate health indicator or calorie counting [12, 43, 46], we assess the presence of multiple nutrients (i.e., fat, saturated fat, and sugar). This way, we specifically target cardiovascular diseases, by re-ranking recipe predictions based on a cholesterol-related metric.

### 2 RELATED WORK ON FOOD RECOMMENDER SYSTEMS

The earliest meal-planning systems date back to the 1980s [13, 17], which used case-based reasoning. A more contemporary categorization of food recommender systems differentiates between two types of approaches [28]: one that is optimized towards a user’s preferences and one that considers a user’s nutritional needs. Considering how self-actualization and changes in user preferences come about when interacting with recommender systems [22, 24, 38, 41], only presenting healthy recommendations is an ineffective strategy if these do not align with a user’s preferences unless users are highly-motivated (cf. [27, 38]). A third type of approach, among others suggested by Tran et al. [45], is to balance user preferences and nutritional needs [7]. The recommender system presented in this work falls into the third category and aims to balance between a user’s preferences and nutritional needs.

**Type 1 – User Preferences.** This type of food recommender system aims to suggest foods that a user is most likely to enjoy; a common approach in this line of research [47]. For example, Freyne and Berkovsky [9] evaluate the performance of different CB, CF, and hybrid approaches, showing that a content-based approach that deconstructs recipe ratings into ingredient ratings performs best. This means that users are inclined to like recipes that contain similar ingredients (e.g., onion) as recipes they liked in the past. Follow-up studies have improved this approach by accounting for negative evaluations [14], using a hybrid approach of Singular Value Decomposition with user and item biases.

**Type 2 – Nutritional Needs.** A second type of food recommender systems is optimized towards the nutritional needs of the user [38]. Although the relation between unhealthy food intake and adverse health conditions is well-studied (cf. [10]), how recommender systems can help users to make healthier choices has received less attention [45]. An early example is described by Mankoff et al. [26], who generate food recommendations based on an analysis of the users’ food receipts. The system would suggest foods to buy based on the nutrient a user was lacking. In a more goal-oriented
approach, Ueta et al. [50] propose a recommender system that allows the user to disclose specific health problem that she wants to be addressed, for which the system retrieves the nutrient(s) that co-occur more often with that health problem. From there, it would suggest meals that avoid specific nutrients.

**Type 3 – Optimizing Between User Preferences and Nutritional Needs.** Although healthy food and ‘tasty food’ are not mutually exclusive categories, there is often an optimization trade-off between nutrient intake and user preferences [47]. Whereas some approaches aim to balance these two factors simultaneously when retrieving recipes [12], most approaches rely on either pre-filtering or post-filtering based on one or more health indicators [5].

Pre-filtering approaches typically involve constraint-based recommender systems, although these are relatively rare in the food domain [47]. Yang et al. [52] describe an interface in which a user could disclose dietary constraints (e.g., halal, vegetarian, or vegan) that led to an initial selection of meals, after which user preferences were elicited to re-rank the initial set. In a similar vein, Toledo et al. [44] employ a multi-criteria decision analysis to filter out foods that do not meet a user’s health requirements, before considering the user’s overall preferences.

A more common approach is to apply post-filtering in food recommender systems [47]. Such recommenders retrieve a relevant set of recipes based on user preferences (e.g., through content-based similarity [9]), after which a feature-based or nutrient-based re-ranking or multiplication would be conducted [42, 43, 46]. Elsweiler et al. [8] set out such a re-ranking approach, by retrieving all recipes that score above a certain user preference threshold and re-ranking them on one or more health indicators afterwards. Trattner and Elsweiler [46] describe a post-filtering approach that re-weights the predicted score of a user X for a recipe Y, based on an aggregate health indicator (i.e., a recipe’s WHO or FSA score; see also [43]). While some approaches have post-filtered on health by considering a meal’s calorie content [12], this study focuses on nutrient intake, because it is a more accurate predictor of health outcomes [6, 31].

### 3 METHODOLOGY

We assessed to what extent accuracy and health (in terms of cholesterol-related nutrient intake) could be balanced in recipe recommendation through a nutrient-based post-filtering approach. We first describe what recipe dataset and which recommender approaches were used. Subsequently, we explain the rational of our cholesterol post-filtering metric and how we performed offline evaluation of our results.

#### 3.1 Recipe Dataset

We employed a dataset that comprised 1,031 unique recipes, which were obtained from the website Allrecipes.com, one of the largest recipe websites. Recipes were annotated with nutrient-specific metadata, including the contents in grams (i.e., carbohydrates, (saturated) fat, fiber, protein, sugar), as well as a recipe’s caloric content. Moreover, it specified ingredients, cooking directions, and the average recipe rating given by users on the website.

In total, we had access to 50,681 ratings given to recipes in our dataset. This only included users that had given at least 20 ratings ($M = 63.02$ ratings, $SD = 54.97$). The provided ratings, which were given on a 5-point scale, were relatively high: 55.95% of the given ratings were 5 out of 5 and 30.9% were 4 out of 5 ($Mean = 4.39$, $SD = 0.82$). We therefore expected that classification metrics (i.e., precision, recall) would reach relatively high values.

#### 3.2 Recommendation Approaches

We evaluated our dataset through three recommender approaches. Each approach was founded in previous research conducted in the food recommender domain, comparing approaches from [14], [9], and a hybrid approach.
3.2.1 SVD (Matrix Factorization). We used a Matrix Factorization model to discover latent factors in our recipe dataset (cf. Koren et al. [23] for mathematical details). It involved the SVD algorithm [11], as defined in SciKit Surprise [18]. This approach was analogous to probabilistic matrix factorization (cf. [36]), but also included additional bias parameters for users and items. A related study by Harvey et al. [14] on recipe recommendation showed that a singular value decomposition algorithm, which could be considered a method analogous to Matrix Factorization SVD, outperformed other non-hybrid recommender approaches.

3.2.2 Content-Based. We also employed a content-based algorithm (CB) that exploited the available item descriptions. Content-based approaches were typically used in food recommender systems that optimized for user preferences [28]. For one, Freyne and Berkovsky [9] used an algorithm that deconstructed the recipe ratings into ingredient ratings. For example, if a recipe was given 4 stars out of 5, this rating would be counted for its ingredients (e.g., a rating of 4 for tomato and cucumber). We employed a similar approach by predicting recipe ratings based on the average ratings given by a user $u$ to its $j$ ingredients $ing_j$. Analogous to [9], we predicted a user’s rating for a recipe $r$ using the average of the ingredient ratings $score(u, ing_j)$, which was computed as follows:

$$pred(u, r) = \frac{\sum_{j \in r} score(u, ing_j)}{j}$$  \hspace{1cm} (1)

3.2.3 Hybrid. Our hybrid approach combined our two other algorithms. In line with [9], we used a collaborative approach to overcome sparsity issues of the content-based approach for recipes with few ratings or ingredients. Whereas Freyne and Berkovsky [9] used a Nearest Neighbor approach, we fitted our SVD recommender to a training set to estimate recipe scores for all user-recipe pairs that did not have a true rating. Due to the used training splits, this expanded the training data by a factor 32. Subsequently, we fit the content-based recommender to the expanded training set as described above, which led to a drastically longer computation time than for the other approaches.

3.3 Designing a Post-Filtering Metric: The Cholesterol Factor

We sought to balance user preferences and nutritional needs through a post-filtering approach. On the one hand, if too much weight would be put on nutritional needs, users would be likely to abandon the recommender system due to a mismatch in taste. On the other hand, if only weight is placed on user preferences (as done in some food recommenders [28]), healthiness might be lost due to the popularity of unhealthy internet-sourced recipes [48].

3.3.1 Nutrient Intake Guidelines. To help users to avoid nutrient intake associated with high levels of cholesterol, we designed a metric to assess a recipe’s healthiness. We followed nutritional guidelines from the Norwegian Directorate of Health [15, p.173], an organization tasked with monitoring research in the field of nutrition. Its guidelines were in line with other nutrition authorities in Europe, such as the Dutch Voedingscentrum1. Whereas in many European countries (e.g., United Kingdom2) guidelines are along the lines of "Saturated fats should be swapped with unsaturated fats", the Norwegian advice is formulated more specifically in terms of nutrient intake levels as a percentage of calories per day.

Table 1 provides an overview of nutrient-specific guidelines that the Norwegian Directorate for Health has formulated for people with high cholesterol. The guidelines are formalized as percentages of the total calorie content of a meal, either as a recommended interval or as an upper bound only (the amount for fiber was denoted in grams). Three important nutrients (i.e., sugar, fat, saturated fat) did not have an explicit lower bound [15], which made them particularly useful

Table 1. Daily nutrient intake guidelines for people with a high level of cholesterol, as formulated by the Norwegian Directorate for health [15, p.173]. Guidelines used for our Cholesterol Factor are denoted in bold.

<table>
<thead>
<tr>
<th>Macronutrient</th>
<th>Amount</th>
<th>Nutrient-specific Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbohydrates</td>
<td>55-60%</td>
<td>Sugar: &lt;10%</td>
</tr>
<tr>
<td>Protein</td>
<td>10-15%</td>
<td>Fiber: 25-35g</td>
</tr>
<tr>
<td>Fat</td>
<td>&lt;30%</td>
<td>Monounsaturated Fat: 10-15%; Omega-3: 1%; Polyunsaturated Fat: 4-9%; Saturated Fat: &lt;10%</td>
</tr>
</tbody>
</table>

to include in a continuous health score, for which positive values would indicate one’s nutrient intake to be below the recommended guidelines, while a negative score would exceed those guidelines.

The dataset was made compatible with these guidelines by converting grams to daily calorie allowance percentages. While a gram of fat amounted to 9 kcal, a gram of protein or carbohydrates was equivalent to 4 kcal [25]. By dividing these by the total amount of kcal per recipe, we obtained the kcal percentage of a meal.

3.3.2 Post-filtering Through a Cholesterol Factor. We proposed a Cholesterol Factor to apply post-filtering on a recipe recommendation set. This entailed a re-weighting of all the predicted scores based on a recipe’s nutrient content, in relation to avoiding high levels of cholesterol. Recipes with relatively low levels of fat, saturated fat, and sugar received higher rating predictions, and vice versa.

The Cholesterol Factor is composed of two factors: a ‘Cholesterol Weight’ and a ‘Cholesterol Score’. We used the following formula to post-filter our predicted ratings:

\[ \text{Post-Filtered Rating} = \text{Predicted Rating} + (\text{Cholesterol Score} \times \text{Cholesterol Weight}) \] (2)

The Cholesterol Weight is a number that can be chosen depending on how much a system designer wants to cater to a user’s health objectives. Higher levels of Cholesterol Weight will lead to higher rating predictions for healthy recipes, presumably at the cost of accuracy. The assigned Cholesterol Weight must be considered relative to the weight attributed to the rating predictions (e.g., a weight of 1 balances health and preference ratings). In contrast, the Cholesterol Score is computed per recipe, based on the nutritional content for fat, saturated fat, and sugar. This is formulated as follows:

\[ \text{CholesterolScore} = \text{Fat Points} + \text{Saturated Fat Points} + \text{Sugar Points} \] (3)

Table 2 shows how the points for the three nutrient categories are scored on a scale from -5 to 5. If a recipe scores above 0 in a nutrient category, it indicates that the intake for that nutrient complies with healthy eating guidelines (cf. [15, p.173]). The total Cholesterol Score is the sum score of all three categories and, as such, ranges from -15 to 15. This implies that negative sugar scores could be compensated by positive fat scores. Compared to the commonly used FSA score metric (4-12) for nutrient intake [43, 48], our metric had a larger scale resolution and did not consider salt.

3.4 Evaluation

We performed our recommender evaluation using 5-fold cross validation, using the Surprise Sci-kit [18]. To assess our recommender system approaches (i.e., SVD, content-based, hybrid), we used the three performance metrics in Scikit-learn [34]: Precision (P), Recall (R), and Mean Absolute Error (MAE). K was set at 10, evaluating the top-10 retrieved recipes in terms of their relevance. Recommendations were deemed relevant if their rating was at least 4 out of 5. In addition, our recommender approaches were also compared to a Random Item Ranking baseline.
Table 2. Scoring table per nutrient to compute the Cholesterol Factor of a recipe, which was the sum score. A negative score indicates that a recipe was relatively unhealthy. The amounts denote the percentage of the total caloric content. For example, a recipe with 200kcal and 2g of sugar, contains 8kcal of ‘sugar calories’, which is 4% of the recipe, resulting in 1 sugar point. The scores are based on nutritional guidelines from the Norwegian Directorate of Health [15].

<table>
<thead>
<tr>
<th>Fat</th>
<th>Saturated Fat</th>
<th>Sugar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount</td>
<td>Points</td>
<td>Amount</td>
</tr>
<tr>
<td>&lt;=1</td>
<td>5</td>
<td>&lt;=1</td>
</tr>
<tr>
<td>&lt;=5</td>
<td>4</td>
<td>&lt;=3</td>
</tr>
<tr>
<td>&lt;=10</td>
<td>3</td>
<td>&lt;=5</td>
</tr>
<tr>
<td>&lt;=20</td>
<td>2</td>
<td>&lt;=7</td>
</tr>
<tr>
<td>&lt;=30</td>
<td>1</td>
<td>&lt;=10</td>
</tr>
<tr>
<td>&gt;30</td>
<td>0</td>
<td>&gt;10</td>
</tr>
<tr>
<td>&gt;=40</td>
<td>-1</td>
<td>&gt;=13</td>
</tr>
<tr>
<td>&gt;=50</td>
<td>-2</td>
<td>&gt;=16</td>
</tr>
<tr>
<td>&gt;=60</td>
<td>-3</td>
<td>&gt;=19</td>
</tr>
<tr>
<td>&gt;=70</td>
<td>-4</td>
<td>&gt;=22</td>
</tr>
<tr>
<td>&gt;=80</td>
<td>-5</td>
<td>&gt;=25</td>
</tr>
</tbody>
</table>

Accuracy of classifications. We used the common classification metrics Precision and Recall to assess how representative the predicted Top-N recommendations were [19, p.180]. Precision indicated the proportion of recommended recipes relevant (Hits) for user $u$ in the top-10 recommendation set ($RecSet$), while Recall referred to the proportion of relevant recommended recipes (Hits) compared to the total set of relevant recommendations ($RelevantSet$):

$$ Precision = \frac{Hit_u}{RecSet_u} \quad Recall = \frac{Hit_u}{RelevantSet_u} $$

Accuracy of predictions: We evaluated the capacity of each algorithm to accurately predict to what extent a user will like a certain recipe. We employed the Mean Square Error (MAE) to assess the accuracy of the rating predictions in our full TestSet [19, p.179]. Across all users $U$ and recipes $i$, the mean deviation between the actual scores given by users and their predicted scores was computed as follows:

$$ MAE = \sum_{u \in U} \sum_{i \in TestSet_u} \frac{|rec(u, i) - r_i|}{|TestSet_u|} $$

Healthiness of recommendations: Finally, we assessed the healthiness of the predicted recommendation set through the Cholesterol Score, as computed in Table 2. Hence, it could take values between -15 and 15. To contextualize our findings, the average ‘Health Score’ of the dataset was found to be -.53. Please note that because of this scale range, the MAE was less appropriate to evaluate accuracy for post-filtered scores (cf. Table 4).

4 RESULTS

We first evaluated our different recommender approaches in terms of classification and accuracy metrics (RQ1). Subsequently, we investigated how recommender accuracy and health could be balanced using a post-filtering approach through our Cholesterol Factor (RQ2).
4.1 Evaluation of Recommender Approaches in terms of Accuracy (RQ1)

We evaluated our recommender models through different metrics. Table 3 describes the values for recommender classification (Precision@10, Recall@10), accuracy (Mean Square Error (MAE)) and the Cholesterol Score. Although all approaches clearly outperformed the baseline in terms of Precision, Recall and MAE, there was not much between them. Due to the high proportion of 5-star ratings in the dataset, we focused on precision and MAE as the key indicators, also because the domain of recipe recommendation is less concerned with false positives [16]. Therefore, we proceeded to our post-filtering evaluation using the SVD algorithm, also because the hybrid approach was computationally more demanding without showing improvements over SVD.

Table 3. Evaluation of three recommender approaches, as well as baseline (random item ranking).

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision@10</th>
<th>Recall@10</th>
<th>MAE</th>
<th>Cholesterol Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVD</td>
<td>.9687</td>
<td>.9789</td>
<td>.5908</td>
<td>-.1218</td>
</tr>
<tr>
<td>Hybrid</td>
<td>.9669</td>
<td>.9771</td>
<td>.6162</td>
<td>-.5615</td>
</tr>
<tr>
<td>Content-Based</td>
<td>.9676</td>
<td>.9779</td>
<td>.6117</td>
<td>-.2561</td>
</tr>
<tr>
<td>Baseline (RIR)</td>
<td>.6978</td>
<td>.3912</td>
<td>1.728</td>
<td>-.3585</td>
</tr>
</tbody>
</table>

4.2 Balancing Accuracy and Health through Post-Filtering (RQ2)

We moved on to examine to what extent a nutrient-based post-filtering approach could balance accuracy and health in recipe recommendation. We performed multiple evaluations of our Matrix Factorization/SVD algorithm by using different values of the Cholesterol Weight in our post-filtering approach.

Table 4 describes Precision, Recall, $\text{MAE}_f$ (for post-filtered scores), and recommendation healthiness (i.e., the Cholesterol Score), each for different values of the Cholesterol Weight. It became evident that even for small weight values up to .1, the Cholesterol Score increased noticeably without sacrificing too much accuracy. In particular, Precision and Recall hardly changed, while a sharp increase in the Cholesterol Score (+5 on a 30-point scale) could be observed. Further increasing the Cholesterol Weight in Table 4 did not increase the Cholesterol score significantly, but did lead to smaller values of Precision and Recall. Moreover, $\text{MAE}_f$ increased sharply for weight values above .2, as the Cholesterol Score seemed to further affect the rating predictions. Although this showed that an increase in recommendation healthiness did come at the cost of accuracy for high values of the Cholesterol Weight, the health gains are already achieved for small weight values. Moreover, as argued earlier, Precision might be more important in this case than Recall, which deemed the swap of accuracy for health to be a decent tradeoff when a recommender system designer would like to also focus on healthiness, instead of only accuracy.

Table 4 only reports values of the Cholesterol Weight up 2, as this seemed feasible to apply in a recommender context where accuracy and health are balanced. It was not possible to achieve a healthiness score that was significantly higher than 5, which was arguably due to the healthiness of the recipes available in the dataset. As the average healthiness across the entire dataset was -.53, the findings in Table 4 indicated that our Cholesterol Factor not only improved the healthiness of the predicted recommendations compared to the health score of our baseline SVD approach, but also compared to the mean healthiness of the dataset.

\footnote{The values for Recall depended on the $k$-value, in the sense that shorter lists led to lower levels of Recall. These changes, however, were proportional across the different approaches.}
Table 4. Evaluation of an SVD algorithm (as defined in Scikit Surprise [18]) in terms of accuracy and healthiness metrics (i.e., Cholesterol Score), for different values of linear, post-filtering weighting, and $k = 5$. Note: $\text{MAE}_F$ denotes the rating prediction accuracy after post-filtering, which can take values beyond the original rating scale of 1 to 5, as the Cholesterol Score scale ranged from -15 to +15. Therefore, $\text{MAE}_F$ should only be used for comparisons within the table.

<table>
<thead>
<tr>
<th>Cholesterol Weight</th>
<th>Precision@5</th>
<th>Recall@5</th>
<th>$\text{MAE}_F$</th>
<th>Cholesterol Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>.9695</td>
<td>.8989</td>
<td>.5918</td>
<td>-.1602</td>
</tr>
<tr>
<td>.01</td>
<td>.9692</td>
<td>.8975</td>
<td>.5921</td>
<td>.7151</td>
</tr>
<tr>
<td>.02</td>
<td>.9695</td>
<td>.8991</td>
<td>.5955</td>
<td>1.9675</td>
</tr>
<tr>
<td>.03</td>
<td>.9686</td>
<td>.8986</td>
<td>.5985</td>
<td>2.7395</td>
</tr>
<tr>
<td>.05</td>
<td>.9691</td>
<td>.8976</td>
<td>.6121</td>
<td>3.8540</td>
</tr>
<tr>
<td>.1</td>
<td>.9686</td>
<td>.8979</td>
<td>.6781</td>
<td>4.7999</td>
</tr>
<tr>
<td>.12</td>
<td>.9686</td>
<td>.8977</td>
<td>.7144</td>
<td>4.7235</td>
</tr>
<tr>
<td>.13</td>
<td>.9690</td>
<td>.8989</td>
<td>.7377</td>
<td>4.6228</td>
</tr>
<tr>
<td>.15</td>
<td>.9675</td>
<td>.8975</td>
<td>.7807</td>
<td>4.7858</td>
</tr>
<tr>
<td>.2</td>
<td>.9624</td>
<td>.8933</td>
<td>.9017</td>
<td>4.8817</td>
</tr>
<tr>
<td>.25</td>
<td>.9498</td>
<td>.8766</td>
<td>1.0360</td>
<td>5.1436</td>
</tr>
<tr>
<td>.3</td>
<td>.9259</td>
<td>.8531</td>
<td>1.1783</td>
<td>4.9227</td>
</tr>
<tr>
<td>.5</td>
<td>.8214</td>
<td>.7491</td>
<td>1.7878</td>
<td>4.9614</td>
</tr>
<tr>
<td>.7</td>
<td>.7317</td>
<td>.6587</td>
<td>2.4284</td>
<td>5.1686</td>
</tr>
<tr>
<td>1</td>
<td>.6513</td>
<td>.5821</td>
<td>3.4908</td>
<td>5.0381</td>
</tr>
<tr>
<td>1.5</td>
<td>.6225</td>
<td>.5531</td>
<td>5.0640</td>
<td>4.8586</td>
</tr>
<tr>
<td>2</td>
<td>.5549</td>
<td>.4878</td>
<td>6.7267</td>
<td>4.9128</td>
</tr>
</tbody>
</table>

Considering the health-accuracy tradeoff, Table 4 suggests that a Cholesterol Weight of .1 is a decent estimate to balance user preferences and recommendation healthiness, particularly if nothing would be known about a user’s health preferences. This is the point where the relative increase in health becomes smaller, while the loss of accuracy and the percentage of correct classifications was steady or even increased. This applied to the Allrecipes dataset, which was representative for U.S.-based and Western Europe recipes.

5 DISCUSSION

Food recommender systems face a distinct multi-objective optimization problem [28], which particularly applies to internet-sourced recipes. The challenge at hand is how to optimize between a user’s preferences and the healthiness of food presented. This can be particularly challenging due to the unhealthiness of many popular recipes [48], which also applied to the Allrecipes dataset used in the current study, as well as to users who have liked unhealthy recipes in the past and have changed their preferences [24, 41].

Our main contribution is the development of a metric to balance accuracy and health in a recommender approach; in this study through post-filtering. We have aimed to ‘serve’ recipes to users that are healthier, while maintaining relevance. In doing so, we have taken a nutrient-based approach to optimize the healthiness of recipe recommendations using the Cholesterol Factor, which is based on nutritional guidelines from the Norwegian Directorate for Health. Although such exact guidelines vary between countries, they are rather representative for European countries. Based on our metric, we find many recipes in our dataset that are rather unhealthy, which are best avoided in recommendation sets if users wish to meet nutritional guidelines. This is line with other work that uses an Allrecipes.com dataset [46].
In terms of recommendation approaches, we have followed the work of Freyne and Berkovsky [9]. In doing so, we have observed that an Matrix Factorization SVD algorithm is able to provide decent predictions for our recommendations, compared to hybrid and content-based approaches. This finding is consistent with studies that show the merits of a Singular Value Decomposition approach [14], but different from those that used a content-based approach [9]. Also considering the Cholesterol Score of the retrieved recommendation set prior to nutrient-based filtering (cf. Table 3), we have found MF-SVD to be the best option to examine further in our post-filtering approach.

The good performance of the recommender algorithms in terms of Precision, Recall, and MAE served as a solid foundation for the post-filtering process. We have been able to increase the healthiness of the predicted recommendation set, while maintaining acceptable prediction accuracy. Whereas the healthiness (i.e., the Cholesterol Score) for the top-10 predicted recipes for users started out at -0.38 for the SVD model, we have been able to increase this through post-filtering. Using a weight of 0.12, we have already been able to increase the healthiness score to 4.7. This is still not an extremely healthy score on a scale [-15;+15], but a rather significant increase at a small accuracy cost; and most scores above 0 fall within the recommended guidelines by the Norwegian Directorate of Health. We encourage other researchers to also employ a nutrient-based post-filtering approach to food recommendation, and to expand our work.

The extent to which we can generalize our results is somewhat limited, for we have only used a dataset from a single website. Although the website Allrecipes.com is representative for internet-sourced recipes in the United States and, arguably, some European countries, recent studies suggest that there may be differences in how people perceive and interact with recipes online, depending on their cultural background [21, 53]. Whereas Norwegian nutritional guidelines indicate that our US-based recipe dataset is rather unhealthy on average, US food guidelines tend to be more lenient in terms of some nutritional guidelines [40]. Moreover, our current approach has been specific to the platform and did not consider any user characteristics, which is a problem in more food recommender studies [20]. We are seeking to perform follow-up studies that consider such cultural differences in food, by using different research populations (e.g., in crowdsourcing studies) and datasets from different countries. In a similar vein, we also wish to investigate how our metric performs compared to other summary indicators. For one, the FSA and WHO scores have been used in a similar fashion [46], by estimating the healthiness of recipes on specific nutrient, albeit with a smaller scale size.

Future studies could also consider to further develop the hybrid algorithm used in the current study. The approach in the current study is based on the work of Freyne and Berkovsky [9], which turned out to be computationally demanding. In contrast, we have used a post-filtering approach with linear weights to optimize for health, which is computationally more efficient than incorporating health in the main user model [32]. Although it did not outperform SVD on the metrics in the current study, we aim to further explore its merits in combination with either a pre- or post-filtering approach. In doing so, we aim to investigate whether this leads to better outcomes in terms of accuracy and health, despite its computational demands.
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